|  |  |  |  |
| --- | --- | --- | --- |
|  | | **FACULTAD DE INGENIERÍA**  **MAESTRÍA EN INGENIERÍA DE SISTEMAS Y COMPUTACIÓN** | |
| **TRABAJO DE GRADO – PROPUESTA DE PROYECTO – PZ-20XX-1-XX** | | | |
| **TÍTULO DEL PROYECTO** | **Sistema de detección de poses y actividades relacionadas con el estado de ánimo en trabajadores de oficina** | | |
| **DATOS DEL ESTUDIANTE** | **Ronald Fernando Rodríguez Barbosa** | **CORREO ELECTRÓNICO** | [rfernandorodriguez@javeriana.edu.co](mailto:rfernandorodriguez@javeriana.edu.co) |
| CC: 80’927.833 | [ronaldraxon@gmail.com](mailto:ronaldraxon@gmail.com) |
| **DIRECTOR DE TRABAJO DE GRADO**  **ASESOR (OPCIONAL)** | Ing. Enrique González PhD | **MODALIDAD** | Investigación |
| [egonzal@javeriana.edu.co](mailto:egonzal@javeriana.edu.co) | **ÁREA DE ÉNFASIS** | Sistemas Inteligentes |
|  | **GRUPO Y LÍNEA DE INVESTIGACIÓN** | XXXX - XXXX |
|  | Sub-línea – Sistemas Inteligentes |

|  |  |
| --- | --- |
| **OBJETIVOS** | **OBJETIVO GENERAL**  Diseñar un sistema de detección de poses y actividades relacionados con emociones en personas que trabajan en ambientes de oficina, orientado a brindar asistencia para la evaluación de factores de riesgo psicosocial, mediante la captura de video por sistemas CCTV y el uso de un enfoque multimodal de procesamiento de imágenes del entorno laboral.  **OBJETIVOS ESPECÍFICOS**   * Analizar a partir del estado del arte, las técnicas actuales de identificación de poses y actividades relacionados con emociones en las personas a partir de imágenes de video, con el fin identificar y caracterizar las oportunidades potenciales de un sistema de detección con enfoque multimodal. * Diseñar el sistema de detección, incorporando las oportunidades identificadas y priorizadas durante la fase de análisis, para identificar y clasificar las poses y actividades relacionadas con emociones, a partir del empleo de imágenes de video capturadas por un sistema CCTV en recintos cerrados. * Evaluar el desempeño, la precisión y usabilidad del sistema propuesto en la asistencia a la evaluación de factores de riesgo psicosocial, a través de su implementación parcial en un sistema CCTV dentro de una oficina. |

|  |  |
| --- | --- |
| **PROBLEMA**  **DE**  **INVESTIGACIÓN**  **O**  **APLICACIÓN** | Existen diversas características en trabajo que pueden influir sobre la salud de las personas. A dichas características, se les conoce como factores de riesgo y son definidas como las posibles causas o condiciones que pueden ser responsables de una enfermedad, lesión o daño (George Kazantzis 2019). Adicionalmente, la resolución colombiana 2646 de 2008 (MinProtSocial 2008), agrega la definición de factores de riesgo psicosociales, como las condiciones cuya identificación y evaluación, muestre efectos negativos en la salud de los trabajadores o en el trabajo.  Los factores de riesgo en el ámbito laboral, se pueden evidenciar de manera física en casos de ergonomía, movimientos repetidos de manos o brazos y posturas prolongadas e incómodas que pueden producir cansancio o dolor. A dichos casos, se les conoce como desórdenes musculo esqueléticos (Ordóñez 2016) y son la principal causa de lesiones ocupacionales representando el 31% (356,910 casos) del total de casos de lesiones ocupacionales no fatales en los Estados Unidos durante el 2015 (U.S.B.L.S. 2012). En Colombia, el ministerio de salud de reporta un total de 134.744 casos de enfermedades, calificados como laborales durante el 2018, de las cuales existe confirmación de 10.410 casos en diferentes actividades económicas como: administración pública, comercio, hoteles y restaurantes, servicios domésticos, entre otros(MinSalud 2018). Adicionalmente, se presentan casos en los que las condiciones laborales y trabajos por turnos generan factores de riesgo relacionados con el sedentarismo (Morales D. Diana 2014) el estrés, la depresión. Según el observatorio nacional de salud mental del Ministerio de Salud, en el país se registró durante el 2017 un total de 1.078 casos de casos críticos de salud mental por exposición a factores de riesgo ocupacional, de los cuales 165 casos ocurrieron en la ciudad de Bogotá (MinSalud 2019).  Ante la problemática anterior, existen alternativas para el manejo de factores de riesgo a nivel físico en las empresas, que parten desde actividades de reflexión para la adopción de buenos hábitos (Colmenares 2018), pasando por controles de carga y estrés en las extremidades y otras partes del cuerpo a partir de sensores (Reid, Schall et al. 2017) (Page 2015), hasta el uso de visión por computadora para evaluar tareas de movimiento repetitivo (Greene, 2017). Por otra parte, los factores de riesgo a nivel mental que tienen una amplia relevancia dentro del campo de salud ocupacional, se han abordado mediante estudios de emociones negativas y conducta de trabajo contraproducente (Bauer y Spector, 2015); el uso de métodos de monitoreo mediante electro-encefalograma para el reconocimiento temprano del estrés en trabajadores (Jebelli, 2018) (Choi et al., 2018); evaluaciones de comportamiento basadas en observaciones clínicas (Sapiro et al., 2018); evaluaciones de estrés en el lugar de trabajo en personas expuestas a terminales de video (Tomei et al., 2006); reconocimiento de las actividades diarias de las personas mediante productos electrónicos portátiles para modelar su comportamiento y predecir su estado de ánimo (Zhu et al.,2016) (Walczak et al.,2018) y el análisis de sentimientos para descubrir las actitudes subyacentes que pueden tener las personas hacia una entidad o situación (Soleymani et al., 2017).  Existen diversas aproximaciones para el análisis de sentimientos. Entre los más representativos se encuentran: la observación de la externalización de conductas ante problemas o trastornos mentales (Winsor, 2016); el entendimiento de la forma en que los humanos perciben las emociones de otras personas (Martinez, 2017); la interpretación del lenguaje corporal (Schindler et al., 2008) (Abbas et al., 2017) y técnicas de reconocimiento y clasificación emociones mediante expresiones faciales (Chul Ko, 2018) (Kumar Jain, 2019) (Bevilacqua et al., 2018). Dichas aproximaciones son implementadas mediante el uso de técnicas de Inteligencia artificial como máquinas de vectores de soporte (SVM) (Holder y Tapamo, 2017), redes neuronales profundas (DNN) (Jain et al., 2018), redes neuronales convolucionales (CNN) (Campos et al., 2017) y la combinación de varias de ellas con sensores portátiles y cuestionarios (Kajiwara et al.,2019).  Como una extensión a las anteriores aproximaciones, existen las aplicaciones multimodales (Poria et al., 2016-2017), que se caracterizan por el uso más de una modalidad o canal para obtener datos como medios visuales (Magdin et al., 2016), audiovisuales (Perez-Gaspar, et al., 2016) y texto (Kranjc, et al., 2014). Los resultados obtenidos con dichas aproximaciones, permiten a los profesionales de salud ocupacional identificar aspectos relacionados con desordenes de compulsividad (Cameron, 2018) o establecer patrones en la apariencia facial y su dinámica para mejorar el rendimiento en la predicción de mociones relacionadas con la depresión (Zhu et al., 2018) y discriminar los episodios de alto estrés (Dinges et al., 2005).    El problema informático que abordará este proyecto, es el diseño de un sistema para la identificación de poses y actividades relacionadas con las emociones en las personas, a partir de técnicas de inteligencia artificial y visión artificial. Dicho sistema, estará contextualizado en escenarios de oficina con vigilancia soportada en sistemas CCTV, con el fin de reducir implicaciones de costo, confidencialidad, y baja utilidad (Schall, Sesek et al. 2018). El sistema estará orientado a brindar información de interés para la evaluación de factores de riesgos psicosociales y con ello, identificar de manera proactiva el padecimiento de problemas o trastornos mentales como el estrés, la depresión, entre otros.  El caso de referencia definido para el desarrollo del proyecto de investigación, son las oficinas del área de consultoría y transformación digital de la empresa Vector ITC Group Colombia. Este caso de referencia, se selecciona debido a su afinidad con la problemática propuesta y la colaboración de la empresa con el investigador, mediante la asesoría del área de recursos humanos y el acceso de las imágenes de video, provenientes del circuito cerrado de televisión. |

|  |  |
| --- | --- |
| **METODOLOGÍA** | |
| **DESCRIPCIÓN GENERAL** | El presente proyecto, se llevará a cabo basándose en el ciclo básico de ingeniería de tres fases: análisis, diseño y evaluación. En la primera fase, se realizará un análisis del estado del arte estableciendo un contraste con el caso de referencia, determinando las necesidades y requerimientos relevantes del contexto. Posteriormente, se lleva a cabo un análisis de las posibilidades y limitaciones de los trabajos y publicaciones en los que se aborda el reconocimiento de poses y actividades relacionados con las emociones en personas, con el fin de realizar una caracterización y determinar los aspectos tecnológicos más relevantes para el diseño del sistema.  En la segunda fase, se enlistan los requerimientos funcionales y aspectos tecnológicos identificados en la primera fase y se plantea un diseño inicial del sistema definiendo las capas y componentes para el procesamiento multimodal de imágenes de video. Para cada componente, se definen las funcionalidades y se validan conceptualmente con el escenario del caso de referencia. A partir del diseño inicial, se plantean dos o tres alternativas de solución, los cuales se evaluarán con diferentes criterios y se determinará como más apto para el contexto, aquel que tenga la calificación más alta.  En la tercera fase, se refina el diseño a partir de las lecciones aprendidas y posteriormente, se desarrolla un prototipo funcional, el cual se implementa y se pone a prueba siguiendo un protocolo experimental para evaluar el desempeño y la precisión en la clasificación de emociones en las personas a partir de la clasificación de poses y actividades reflejadas en imágenes de video extraídas del sistema CCTV. Finalmente, se efectúa una prueba de concepto en la que el personal de recursos humanos de la empresa Vector ITC Group Colombia, evalúa la usabilidad del sistema para la evaluación de riesgos psicosociales en una oficina. |
| **FASE 1**    **INVESTIGACIÓN**  **Y ANÁLISIS** | Durante esta fase, se realiza el estudio de los trabajos y publicaciones sobre las técnicas, modelos y arquitecturas de sistemas para la detección de emociones a partir del procesamiento multimodal de imágenes de los gestos, poses corporales, expresiones faciales y movimiento de la cabeza. Posteriormente, se realizará una revisión de publicaciones de disciplinas relacionadas, que involucren el uso de expresión o lenguaje corporal en el diagnóstico de emociones y que puedan ser utilizados para la definición de descriptores potenciales.  A partir de la base de artículos obtenida, se realizará un cuadro comparativo que identifique y relacione claramente los aportes de cada uno de los trabajos. Se establecerá un proceso de evaluación a partir de criterios, en donde se identifiquen al menos 3 aportes por cada una de las publicaciones. Por cada uno de los aportes, se profundizará con claridad su aplicación dentro del proyecto de investigación y se establecerá una lista de requerimientos en conjunto con el área de recursos humanos, haciendo énfasis en los datos que pueden proporcionar mayor valor en un proceso de evaluación de riesgos psicosociales.  Teniendo en cuenta la lista de requerimientos y aportes, se realizará una revisión de las herramientas y marcos de trabajo disponibles para la construcción e implementación del prototipo funcional del sistema. Al igual que la evaluación de los aportes, se realizará una preselección siguiendo una calificación criterios, entre los cuales se considerará: disponibilidad de la herramienta, facilidad de Implementación y documentación existente. Posterior a la evaluación anterior, se recopilará una serie de videos las que por medio de escenarios actuados se muestren las poses y acciones más relevantes en la detección de emociones. Estos videos deben extraerse de la base de datos del sistema CCTV de las instalaciones de la empresa donde se llevará a cabo la prueba de concepto. Adicionalmente, se realizará una revisión de las bases de datos disponibles similares al contexto del caso de referencia y se tomarán como prueba para evaluar la robustez del sistema. Dicha revisión también servirá para establecer un estándar en las condiciones y duración que deberían tener los videos para la experimentación.  Una vez recopilada la información anterior, se conformará un protocolo experimental en el que se evaluará la capacidad de clasificación del sistema a partir de su porcentaje de precisión y tiempos de respuesta en cada uno de los siguientes aspectos: detección de personas, detección de poses, detección de actividades y clasificación de las emociones definidas con el área de recursos humanos. El protocolo experimental, manifestará los resultados obtenidos, para cada una de las poses, actividades y emociones, discriminando la cantidad de descriptores utilizando, modelo o modelos implementados, el género y rangos de edad de las personas capturadas en imágenes, entre otros aspectos que puedan considerarse relevantes.  Las actividades para esta fase de investigación y análisis son las siguientes:   1. Revisión bibliográfica de detección de emociones con enfoque multimodal 2. Revisión bibliográfica de uso de expresión o lenguaje corporal en el diagnóstico de emociones. 3. Definición de descriptores potenciales (revisión en psicología). 4. Elaboración de cuadro comparativo de trabajos 5. Elaboración de lista inicial requerimientos. 6. Revisión de herramientas y marcos de trabajo 7. Revisión de técnicas y herramientas para integración de sistemas de detección de emociones con sistemas CCTV 8. Recopilación de imágenes de video de caso de referencia 9. Recopilación de bases de datos con características similares al caso de referencia 10. Elaboración de cuadro comparativo de herramientas. 11. Conformación del protocolo experimental   Los entregables de la fase de investigación y análisis serán los siguientes:   1. Documento de ecuaciones de búsqueda, extracción de aspectos y estadísticas bibliográficas de sistemas de detección de emociones. 2. Documento de ecuaciones de búsqueda, extracción de aspectos y estadísticas bibliográficas de técnicas de psicología en el uso de lenguaje y expresión corporal en la detección de emociones. 3. Lista de descriptores potenciales encontrados en revisión de bibliografía en psicología. 4. Cuadro comparativo de aportes de publicaciones (técnicas, modelos y/o arquitecturas) 5. Lista de requerimientos del sistema. 6. Cuadro comparativo de herramientas y/o marcos de trabajo. 7. Caracterización es especificaciones de la base de imágenes, extraída del CCTV 8. Lista de bases de datos con resumen de características. 9. Documento de protocolo experimental. |
| **FASE 2**    **DISEÑO Y DESARROLLO** | En esta fase se diseña el sistema de reconocimiento que deberá cumplir con los requerimientos necesidades identificadas y caracterizadas de la fase de análisis. Se entrega un documento con el diseño, en el cual se adicionan las oportunidades identificadas y caracterizadas de la fase de análisis con la fase de diseño. Posteriormente, se modifica el modelo actual de forma iterativa, presentado otras alternativas de solución con cambios de complejidad alta y baja. Para la selección de la alternativa de solución se van a tener criterios cómo: mantener funcionalidades previas, beneficios del nuevo cambio, nivel de impacto del cambio que aporta a la evaluación de factores de riesgo psicosocial entre otros criterios que se definirán en la fase de diseño.  Para el desarrollo de esta fase se realizarán las siguientes actividades:   * Documento de definición de las capas y componentes del modelo informático de integración. * Documento de definición de funcionalidades de los componentes y las capas del sistema. * Documento de diseños de sistema de reconocimiento, con la documentación relacionada. * Documento de evaluación de diseño por parte de los usuarios finales. (Expertos en salud ocupacional)   Consultar la posibilidad de emplear CRISP-DM en esta fase |
| **FASE 3**    **PRUEBA DE CONCEPTO** | Se hace un análisis de correlación de necesidades y funcionalidades, con esta información se generan las necesidades y posibilidades del modelo de integración. Fase 2 – Diseñar: Se plantean dos o tres alternativas de solución para el nuevo modelo, los cuales se van a evaluar (según metodología TAM) y elegir una ganadora que representara el nuevo diseño del modelo extendido.  El modelo de aceptación de tecnología, conocido por sus siglas en inglés TAM (technology acceptance model) es una teoría de [sistemas de](https://es.wikipedia.org/wiki/Sistema_de_informaci%C3%B3n) información que modela cómo los usuarios llegan a aceptar y utilizar una tecnología. El modelo sugiere que cuando los usuarios se enfrentan con una tecnología nueva, existen un conjunto de factores que influyen en su decisión sobre cómo y cuándo lo utilizarán, especialmente:  Utilidad percibida (PU): fue definido por Davis como el grado en el cual una persona cree que utilizando un sistema particular lo destacará a él o a su rendimiento en el trabajo  Facilidad percibida de uso (PEOU): Davis lo definió como el grado en el cual una persona cree que utilizando un sistema particular se liberará del esfuerzo  Disfrute percibido (PD): Se refiere al grado en el cual una persona encuentra una actividad placentera al utilizar la tecnología. |

|  |  |  |
| --- | --- | --- |
| **RESULTADOS ESPERADOS** | | |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **CRONOGRAMA** | | | | | | | | | | | | | | | | | | | |
|  | **Semanas** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** | **11** | **12** | **13** | **14** | **15** | **16** | **17** | **18** |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

|  |  |
| --- | --- |
| **IMPACTOS POTENCIALES** | |
| **DESARROLLO CIENTÍFICO Y TECNOLÓGICO** | Alternativas de procesamiento multimodal de imágenes para la detección de emociones en entornos laborales |
|  |
| **IMPACTO Y PROYECCIÓN EN LA SOCIEDAD** | Aporte a salud ocupacional |
|  |
| **ASPECTOS ÉTICOS Y AMBIENTALES** | Privacidad y cuidado de la identidad |
|  |

|  |  |
| --- | --- |
| **PROSPECTIVA DE INNOVACIÓN** | |
| **POTENCIAL DE INNOVACIÓN** | En la medida que se encuentren técnicas no utilizadas, se puede contemplar una nueva técnica o la hibridación entre varias de ellas. |
| **PROPIEDAD INTELECTUAL** |  |

|  |
| --- |
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¿Qué es una emoción?

son respuestas químicas liberadas en respuesta a nuestra propia interpretación de un estímulo específico. Toma a nuestro cerebro cerca de ¼ de segundo para producir estos químicos. Los químicos que conforman las emociones son segregados por todo el cuerpo, no solamente en nuestros cerebros, y conforman una especie de enlace entre nuestro cerebro y cuerpo. Esto dura aproximadamente [seis segundos](http://www.6seconds.org/), de ahí el origen del nombre de nuestra organización.

Resumen: La respuesta psicológica inmediata a un estímulo percibido. Son químicos liberados a través de todo el cuerpo, lo que dura cerca de seis segundos.

¿Por qué tenemos emociones?

Las emociones nos permiten regular continuamente cada célula viva dentro de nuestro cuerpo, para adaptarse a sucesos impredecibles y oportunidades. Proporcionan información acerca del mundo que nos rodea, algo esencial para nuestra vida.

¿Qué es un sentimiento?

Aparecen cuando empezamos a generar emociones, a pensar en ellas, a dejarlas crecer. En inglés se utiliza el término “sentir” tanto para sensaciones físicas como emocionales, es decir, podemos decir que físicamente tenemos frío, pero también ser fríos emocionalmente. Esto nos brinda una pista para saber que el término “sentimiento” es algo que sentimos. Los sentimientos son más “cognitivos” mientras los químicos de la emociones son liberados en nuestros cerebros y cuerpos. Son alimentados generalmente por una mezcla de emociones, y duran más que éstas.

Es la sensación física y mental que nos permite interiorizar las emociones. Los sentimientos están cognitivamente saturados de los químicos de las emociones.

¿Por qué tenemos sentimientos?

Los sentimientos nos permiten dar sentido a las emociones, ellos nos permiten prestar atención y reaccionar ante situaciones difíciles y oportunidades. Los seres humanos actuamos considerando la información emocional.

¿Qué es un Estado de Ánimo?

Son términos más generalizados. Nos se relacionan con un incidente específico, pero si por una serie de sucesos. Los estados de ánimo son generados por distintos factores: el ambiente (clima, iluminación, la gente que nos rodea, etc.), factores fisiológicos (qué tanto hemos comido, cuánto ejercicio hemos realizado, qué tan sanos estamos) y, finalmente, nuestro estado mental (en qué estamos centrando nuestra atención y nuestras emociones). Los estados de ánimo pueden durar minutos, horas e incluso, días.

Un estado de ánimo es la mezcla de sentimientos y emociones del día a día. Un sentimiento es un estado mental, físico y emocional fluctuante.

¿Por qué tenemos estados de ánimo?

En ocasiones las situaciones difíciles y las oportunidades que las emociones y los sentimientos perciben no son tan evidentes, por ello, al contar con un estado de ánimo en particular estamos alerta sobre lo que pueda ocurrir después.